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ABSTRACT
Software Requirements Specifications (SRS) often lack the neces-
sary level of specificity required by software architects to make
well-informed architectural decisions. This deficiency compels soft-
ware architects to probe business analysts to collect more details
pertinent to architectural requirements from the clients. In our
previous work, we introduced Probing Question-flows (PQ-flows)
that can assist business analysts to probe stakeholders and gather
architecturally significant information for the creation of a more
comprehensive SRS. Key limitations of our previous work were
the manually created templatized PQ-flows and the mapping of
PQ-flows to the software requirements based on standard Vector
Space Model. In this study, we propose a Retrieval Augmented Gen-
eration (RAG) prompting framework to address these limitations.
We conducted experiments using ChatGPT and Mistral-7B models.
We present our findings utilizing human and automated evaluation
metrics on a subset of the publicly available PUblic REquirements
(PURE) dataset.

CCS CONCEPTS
• Software and its engineering → Requirements analysis; •
Computing methodologies → Natural language generation;
• Information systems→ Information retrieval query processing;
Question answering.

KEYWORDS
Requirements Engineering, Probing Questions, Large Language
Models, Prompting, Retrieval Augmented Generation, ChatGPT,
Mistral
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1 INTRODUCTION
Software Requirements Specifications (SRS) often specify require-
ments at a high level and lack the necessary level of specificity
required to make well-informed architectural decisions [1–3]. For
example, consider a requirement from the PUblic REquirements
(PURE) dataset [6]—The Event Recognition Processor CSC, identified
XCP-ERP, receives raw CCD data from XCP-CCD, generates output
Reports, and outputs them to XCP-DCX for compression and transmis-
sion to the Spacecraft. It also contains the Event Recognition Algorithm,
the Centroid Algorithm, the bad pixel/row/column routines, bias al-
gorithms, baseline correction, and mean row correction. However,
neither this requirement nor the SRS from which it was extracted
specify critical architectural details such as: the frequency and vol-
ume of raw CCD data being received from XCP-CCD, the format of the
raw CCD data, the output format of Event Recognition Processor CSC,
the latency requirement for processing raw CCD data and generating
output Reports. Such details are crucial for the software architects
(SAs) to make well-informed architectural decisions pertinent to a
given software requirement.

Clients often expect developers and SAs to possess an innate
understanding of their requirements and therefore usually do not
express such details clearly. As a result, the SAsmay need to conduct
additional formal or informal interviews with relevant stakeholders
to clarify and gather missing information. Experienced SAs can
often detect when critical details are absent and may resort to as-
suming the client’s requirements. However, conducting additional
interviews is time-consuming, and relying on assumptions for miss-
ing information can result in costly refactoring efforts during later
stages of the project [2].

In our previous works [1–3], we discovered that skilled and
experienced SAs ask Probing Questions (PQs) to address missing
information in Software Requirements Specifications (SRS). We ex-
plored the perspectives of more than 40 experienced SAs regarding
the process of identifying, analyzing, structuring, and assessing
PQs with respect to five frequently occurring functional areas: Au-
dit Trail, Batch Processing, Business Process State Alerts, Report, and
Workflow. Based on this, we introduced five structured PQ-flows
for each functional area, aiming to equip business analysts (BAs) to
elicit a more comprehensive set of requirements that can contribute
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Figure 1: Retrieval augmented prompting framework

sufficient information to the architecture design process. Addition-
ally, we presented an automated approach for analyzing an SRS
and mapping requirements to their respective PQ-flows. The auto-
mated approach first determined whether a requirement qualifies
as an Architecturally Significant Functional Requirement (ASFR)
using a Naïve Bayes binary classifier. Subsequently, it mapped the
ASFR to the relevant PQ-flows employing the Random K-label sets
Ensemble multilabel classifier (RAkEL). The approach used the
standard Vector Space Model (VSM) [15] to find instances where
questions in a PQ-flow might have already been answered in dif-
ferent sections of the SRS. This involved transforming PQs in the
PQ-flow and requirements in the SRS to a VSM and comparing them
using a cosine similarity score. A high similarity score indicated
that a particular PQ had already been addressed somewhere within
the SRS. In such cases, these PQs were removed from the list of
unanswered questions of the PQ-flow. The approach then involved
presenting the unanswered PQs and the PQ-A pairs (answered PQs
and requirement containing the answers to the addressed PQs) to
the BA. The key shortcomings of this work were: (1) PQ-flows:
Manually created templatized PQ-flows that may not elicit any new
information and the limited adaptability of PQ-flow templates to
evolving requirements in software due to their dynamic nature.
For example, consider the alterations and incorporation of new
software requirements prompted by the recent surge in generative
AI models. Additionally, the sustainability and environmental re-
quirements arising from the emerging field of Green AI [16]. (2)
Restrictions: The confinement of PQ-flows to only five functional
areas. (3) VSM and similarity score: A high cosine similarity score in
a VSM does not necessarily imply that the requirement effectively
addresses the PQ, as VSMwith cosine similarity lacks consideration
of semantic information [8].

We encountered only one work [5] in Requirements Engineering
(RE), that aligned with our work, albeit for a different purpose. In
[5], Ezzini et al. proposed a QA system based on machine read-
ing comprehension to support the analysis of requirements. When
presented with a question, the system retrieves relevant passages
from SRSs and pertinent external documents that likely contain the
answers to the questions posed. It further demarcates the answers
to the questions, aiding various stakeholders, including require-
ments engineers. In this work, we introduce a Retrieval Augmented
Generation (RAG) prompting framework for generating PQs [9].
In the literature on RE and Software Architecture, both Functional
Requirements (FRs) and Non-Functional Requirements (NFRs) play

crucial roles in architectural design [2, 13]. Consequently, our focus
in this study is on Architecturally Significant Requirements (ASRs)
– which include both FRs and NFRs rather than restricting them
only to ASFRs.

Given a requirement, our framework: (1) Determines if it is as an
ASR and generates semantically diverse candidate PQs in case the
ASR requires more specificity. This is achieved using a few-shot
prompt (2) Verifies whether the candidate PQs are already addressed
in the SRS through retrieval augmented prompts, thus making a
distinction between local and global contexts of the SRS. (Local
context refers to the specific requirement at hand, while global
context refers to the whole SRS.) This is achieved by combining
cosine similarity with an LLM, thus taking into account contextual
information too. (3) Filters out the addressed PQs and presents the
remaining unanswered PQs and PQ-A pairs to the end user.

Figure 1 presents the retrieval augmented prompting frame-
work. We conducted experiments with two Large Language Models
(LLMs), ChatGPT (gpt-3.5-turbo) [12] and Mistral-7B model [7]. We
annotated and evaluated our framework on 10 SRSs from the pub-
licly available PUblic REquirements (PURE) dataset. We present our
results using automated evaluation metrics for ASR identification
and human evaluation metrics for the quality of generated PQs and
PQ-A pairs.

The remainder of the paper is organized as follows: Section 2
provides details about the dataset and the retrieval augmented
prompting framework, Section 3 delves into the results of our ex-
periments, Section 4 discusses the threats to validity, and Section 5
concludes the paper.

2 METHODOLOGY
In this Section, we discuss the dataset details and the retrieval
augmented prompting framework.

2.1 Dataset creation
We evaluated our framework using a subset of the PUblic REquire-
ments (PURE) dataset [6], which consists of 79 Software Require-
ments Specifications (SRSs) publicly accessible on the web. Among
these 79 documents in PURE, some are already manually ported to
a common XML format by Ferrari et al. [6]. We utilized 10 XML-
formatted documents for dataset creation. We extracted require-
ments from subsubsection (text_body) of these documents. To main-
tain coherence, we treated all sentences within a subsubsection as
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a single requirement, as splitting them would render the require-
ment unintelligible. We extracted 1195 requirements from these 10
SRSs. The size of each SRS ranged from 10 to 148 pages, with each
requirement having a word count between 10 and 1156 words.

The participants in the dataset annotation task comprised two
authors of this paper and two software architects (SAs). The SAs
have more than 15 years of experience in executing projects across
diverse domains and technologies. The two authors assigned binary
labels to the requirements in the dataset, indicating whether the
requirement is an Architecturally Significant Requirement (ASR) or
not. It is to be noted that every requirement underwent independent
annotations by the two authors. In instances of disagreements, the
requirement was escalated to the SAs. After annotation, the dataset
contained a total of 522 ASRs. Each participant devoted a total of 5
working days to this task, averaging 4 hours per day.

2.2 Retrieval Augmented Prompting
Framework

The retrieval-augmented prompting framework consists of two
stages: (1) In the first stage, we identify a requirement as ASR
and generate candidate PQs if necessary, focusing solely on the
local context. However, due to the cross-referencing nature of the
information in SRS, a PQ might be addressed in another section of
the SRS. Consequently, some or all the candidate PQs generated in
the first stagemay be extraneous, as they could already be addressed
in some other section of the SRS.We address this issue in the second
stage by considering the global context. (2) In the second stage, we
employ Retrieval Augmented Generation (RAG) to filter out PQs
from the candidates that have already been answered in the SRS,
resulting in a more refined set of relevant PQs and PQ-A pairs.

We utilized the Hugging Face PyTorch implementation of the
Mistral-7B model, specifically we used the zephyr-7b-beta1 version.
We utilized the OpenAI API for interacting with gpt-3.5-turbomodel
(ChatGPT), specifically we used gpt-3.5-turbo-06132 version (train-
ing data up to September 2021). Figure 2 presents the schematic of
RAG module. We ran all our experiments on an Nvidia Tesla V100
GPU with 32 GiB GPU memory and 60 GiB CPU RAM.

2.2.1 ASR Identification and Generation of Candidate PQs. Various
prompting techniques, including zero-shot, few-shot, Chain-of-
Thoughts (CoT) [18], Tree-of-Thoughts (ToT) [19], self-consistency
(few-shot-CoT) [17], EmotionPrompt [10], and others, can be found
in the literature of Natural Language Processing (NLP). According to
[18], CoT negatively impacts the performance of models with fewer
than 100B parameters. This also applies to ToT and self-consistency,
as they incorporate CoT as a fundamental component. In [10], the
authors proposed EmotionPrompt and claimed that LLMs possess
emotional intelligence. They showed that the performance of LLMs
can be enhanced by providing emotional stimuli by appending
particular phrases to prompts, such as: “This is very important to
my career.”, “Are you sure?”, “You’d better be sure.”, among others.
EmotionPrompt also yielded positive performance enhancements
on models with very few parameters. Additionally, it also gave
better performance than CoT. Consequently, we utilized few-shot

1https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
2https://platform.openai.com/docs/models/gpt-3-5

prompts inspired by EmotionPrompt for ASR identification and
candidate PQ generation.

Few-shot learning involves providing the model with a collection
of well-crafted examples, each comprising input and the correspond-
ing desired output related to the targeted task. By exposing the
models to the expected inputs and outputs, the model gains a deeper
comprehension of human intentions and the criteria for desired
responses. For improved prompt clarity, we formulated a few-shot
prompt, with six examples pertaining to ASR and another six be-
longing to the non-ASR class. We equally divided the examples in
the prompt to address majority bias [21]. To mitigate recency bias
[21], we alternated between ASR and non-ASR examples in the
prompt. Building on [10], we enhanced the prompt by appending
an emotional stimuli phrase “This is very important to my career.”.
To enable easier processing of the model’s output, we instructed the
model to generate the output in JSON format. Given a requirement,
the prompt instructs the model to identify whether it is an ASR.
Subsequently, if it is determined to be an ASR, the model checks
whether PQs are required. If they are necessary, it generates PQs,
taking into account only the given requirement (local context).

A system prompt offers context and guidance by outlining a
particular goal or role for the LLM before presenting a question or
task. Additionally, the system prompt plays a crucial role in estab-
lishing the overall tone of the LLM. While we instructed the models
to generate its output in the format of a JSON object through the
user prompt, we observed that instructing the LLMs to generate
JSON in the user prompt alone occasionally resulted in a deviation.
Therefore, we instructed the LLMs to generate its output in JSON
format in the system prompt as well. Figure 3 illustrates the struc-
ture of the prompt template for ASR identification and candidate
PQ generation including the system and user prompt.

We experimented with temperature values ranging from 0.1 to
1.5. The Mistral-7B model yielded the best classification results at
temperature values of 0.8 and 0.9, while for the gpt-3.5-turbo model,
the optimal temperature was found to be 0.5. We set the context
window to 3200 since it addressed all the requirements and prompts
in our dataset. During inference, we used a batch size of 4.

2.2.2 Filtering Extraneous PQs from Candidate PQs. As mentioned
earlier, PQs within the generated candidate PQ set may have al-
ready been answered in a different section of the SRS. To filter out
these extraneous PQs, we need to consider the global context. We
employed RAG to factor in the global context since the limited
context window of LLMs restricts passing in the entire SRS to the
LLM.

Embeddings and Vector database. We extracted requirements
from our dataset and segmented it into chunks of length of 350
tokens (chunk size), based on the average length of requirements in
the dataset. To prevent the loss of information during this segmen-
tation, we set an intersection window of 40 tokens (chunk overlap)
between two consecutive chunks.We transformed the requirements
in the SRS into mathematical representations (embeddings) that
allows for efficient storage and retrieval from a database. This was
achieved using a pretrained embedding model. We used the Hug-
ging Face implementation of the bge-large-en3 embedding model to

3https://huggingface.co/BAAI/bge-large-en-v1.5

https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
https://platform.openai.com/docs/models/gpt-3-5
https://huggingface.co/BAAI/bge-large-en-v1.5
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Figure 2: Retrieval Augmented Generation (RAG) module

convert the chunks to embeddings. We then used the open-source
Chroma4 vector database to store these embeddings for later re-
trieval.

Retrieval Augmented Prompting. In this step, we utilized the vec-
tor database and the LLM to retrieve relevant chunks and verify
whether they address the candidate PQ using a prompt. Figure 4 il-
lustrates the prompt template including the system and user prompt.
The candidate PQ was converted into a query vector (embedding)
using the bge-large-en embedding model. To retrieve chunks rel-
evant to the query vector, we employed cosine similarity as the
retrieval metric and retrieved the top 4 chunks showing the highest
similarity to the query vector. Subsequently, we prompted the LLM
with the retrieved chunks and the candidate PQ to assess whether
the chunks answer the candidate PQ (Context window of 1800 and
temperature of 0.6 for both models.). If the LLM failed to provide
an answer to the candidate PQ based on the retrieved chunks, we
retained the PQ as unanswered. However, if the LLM answered the
candidate PQ, we returned the PQ-A pairs.

3 RESULTS
We evaluate the following: (1) Identification of ASR, (2) Performance
of RAG module, and (3) Quality of the generated PQs.

3.1 ASR Identification
For the evaluation of ASR identification, we utilized the 10 SRSs
that we had annotated with binary labels indicating ASR or Not
ASR. We designated ASR as the positive class. We placed a greater
emphasis on recall, as failure to identify an ASR instance would
imply overlooking architecturally significant information. There-
fore, we present our results using the F2-score, aiming to minimize
false negatives. Table 1 presents the results of ASR identification
for both models. As evident from Table 1, both models achieved
an F2-score of 0.81. However, the Mistral-7B model exhibited a
very low precision of 0.50. In contrast, ChatGPT exhibited a more
balanced and acceptable precision and recall.

4https://www.trychroma.com/

The assistant strictly adheres to the user's instructions and tasks. The tasks
given by the user will be challenging, so the assistant should pay close
attention while solving the provided complex tasks. The assistant's
response is always a JSON object and does not include any additional
details.

Your task is to first check whether the given requirement statement is an
Architecturally Significant Requirement (ASR). Second, if it is an ASR and
the requirement seems to be incomplete or lacks necessary details,
recommend up to six Probing Questions (PQs) that will aid me in producing
a more complete ASR.

<Definition of ASR for LLM understanding>

Start of examples.
<Example 1: ASR> <Example 2: Not ASR>...<Example 12: Not ASR>
End of examples.

Now provide your analysis in JSON with keys 'Classification rationale',
'ASR', 'PQs required', 'PQs' for the following given requirement statement in
triple backticks. 

Given requirement statement: ```{}```

This is important to my career.

User prompt

System prompt

Figure 3: Prompt template for candidate PQ generation

The assistant strictly adheres to the user's instructions and tasks. The tasks
given by the user will be challenging, so the assistant should pay close
attention while solving the provided complex tasks.

System prompt

Use the following pieces of context to answer the question. If you don't
know the answer, just say "I don't know". Use three sentences maximum
and keep the answer concise. No additional details. 

Question: {candidate PQ}
    
Context: {context 1, context 2, context 3}

Give accurate answers. This is important to my career.
  

User prompt

Figure 4: Prompt template for RAG

3.2 RAG Module
We assigned the evaluation of RAG module to the two SAs ref-
erenced earlier. The assessment of RAG module necessitates a

https://www.trychroma.com/
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Table 1: Results of ASR identification

Model Precision Recall F2-score
ChatGPT 0.87 0.79 0.81
Mistral-7B 0.50 0.96 0.81

document-level evaluation. We assessed 267 PQs, including PQ-
A pairs, randomly sampled across 50 requirements from five SRSs.
For each PQ, the SAs first verified whether the corresponding SRS
answered the PQ. To find answers to the PQs, the SAs examined
whether the keywords used in the PQ were explicated elsewhere
in the corresponding SRS. Then, the SAs compared their answer
with the answer generated by the retrieval augmented prompt. A
score of 1 was assigned for correct answers, while a score of 0 was
assigned for incorrect, hallucinated answers, or answer present in
the SRS but not retrieved. The SAs devoted a total of 5 working days
to this task, averaging 5 hours a day. We present our results using
accuracy in Table 2 for both models. Out of the 50 requirements
evaluated, Mistral-7B marked 11 as ‘no PQ required’ and ChatGPT
marked 14 as ‘no PQ required’.

Table 2: Results of RAG module

Model Accuracy
ChatGPT 0.88
Mistral-7B 0.82

3.3 Quality of Generated PQs
The participants in this evaluation included the two SAs. To assess
the quality of the generated PQs, we evaluated the same set of 50 re-
quirements (267 PQs) randomly sampled from five SRSs as outlined
in Section 3.2. In the absence of a ground truth for PQ evaluation,
we employed qualitative human evaluation metrics. Several human
evaluation metrics have been proposed in the literature [11] for
evaluating generated questions. We specifically chose metrics that
are most relevant to our task based on feedback from the SAs. We
adopted individual human evaluation metrics—Relevance, Seeking
New Information, and Usefulness from [14]. Additionally, we
adopted a group level metric—Redundant from [20]. Although
[14] and [20] are not directly related to PQ generation, the SAs
deemed that these metrics are relevant to PQ quality evaluation.
The SAs evaluated the PQs along the following axes, and chose
from YES (1) or NO (0):

• Relevance: We ask, “Is the generated PQ relevant to the given
requirement?”

• Seeking New Information:We ask, “Does the PQ seek any
new information not specified in the given requirement?”

• Usefulness:We ask, “Is the PQ useful with respect to the given
requirement in eliciting architecturally significant informa-
tion?”

• Redundant: We ask, “Are there multiple instances of para-
phrased duplicate PQs within the set of PQs?” This metric is a

group-level metric and applies to a set of PQs. A lower value
of this metric is preferred since redundancy is not desirable.

Table 3 presents the results of PQ quality evaluation. We present
the results averaged across the 267 PQs. The task of PQ quality
evaluation took a total of 6 working days, averaging 4 hours per day.
We observed a very low value for the Redundant quality metric
across both the models, indicating that questions generated based
on the local context were semantically diverse. Figure 5 presents
examples of the generated PQs based on local context and a refined
set of filtered PQs based on the global context across both the
models for a requirement from the PURE dataset.

4 THREATS TO VALIDITY
The first threat to validity is the absence of standard automated
evaluation metrics for evaluating the quality of the generated PQs.
To mitigate this threat, we asked two software architects (SAs) to
verify the quality of generated rationales by leveraging human
evaluation metrics such as Relevance, Seeking New Information,
Usefulness, and Redundant.

The second threat to validity is the reproducibility of the ex-
periments reported in this paper. To support reproducibility, we
have made our dataset available on demand. Additionally, we have
also provided the hyperparameter values for all models. However,
it should be noted that LLMs may not always generate the same
answers, even if hyperparameters are the same. Behavior drift and
generation quality deterioration have also been observed with Chat-
GPT [4].

5 CONCLUSION
In this study, we presented a retrieval augmented prompting frame-
work designed to aid BAs to effectively probe project stakeholders
and extract more precise architecturally significant information
during the drafting of an SRS. Given an SRS, the framework gener-
ates PQs for each requirement within the SRS, focusing on the local
context. Since PQs based on the local context might find answers
in other parts of the SRS, the framework leverages RAG to consider
the entire SRS comprehensively and expunge the answered PQs.
Subsequently, the framework provides the generated PQs and their
corresponding PQ-A pairs for requirements that necessitate posing
a PQ. We used ChatGPT and Mistral-7B models for implementing
the retrieval augmented prompting framework. ChatGPT’s perfor-
mance was found to be slightly better than the Mistral-7B model
across both ASR identification and PQ generation. To assess the
effectiveness of our approach, we conducted evaluations using a
dataset comprising 10 SRSs sourced from the PURE dataset. Further,
we plan to conduct empirical studies involving SAs and BAs to
gauge the usefulness of the approach. The embedding model we
utilized has not been pre-trained and fine-tuned on SRSs. We intend
to conduct experiments by fine-tuning an embedding model and
assess its retrieval efficacy, specifically for SRSs. Additionally, we
plan to conduct an empirical study to assess the efficacy of our
framework, incorporating objective measures such as the number
of follow-up questions required after using our framework, time
saved in software development, and the impact on efficiency in
software development.
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Table 3: Results of PQ quality evaluation using human evaluation metrics

Model Relevance Seeking New Information Usefulness Redundant
ChatGPT 0.78 0.83 0.76 0.05
Mistral-7B 0.74 0.76 0.71 0.02

ChatGPTMistral-7B

Systems supporting OM should support multiple deployment options (e.g., client server, disconnected, and potentially web based).

Requirement

Generated PQs - Local context

Final Filtered PQs - Global context

PQ1. How will the system handle data synchronization between client
and server modes?

PQ2. What data replication strategies will be used in disconnected
mode?

PQ3. What scalability measures will be taken for web-based
deployment?

PQ4. How will data security be ensured in each deployment option? 

PQ5. How will the system handle network connectivity failures in each
deployment option?

PQ6. What performance benchmarks will be used to determine the
optimal deployment option for different use cases?

PQ1. What are the specific requirements for client-server deployment?

PQ2. What considerations are there for supporting disconnected
deployment?

PQ3. What web-based technologies or frameworks should be
supported?

PQ4. Are there any performance requirements associated with each
deployment option?

PQ5. How will data synchronization be handled in disconnected
deployment?

PQ6. Are there any security considerations for each deployment
option?

Generated PQs - Local context

Final Filtered PQs - Global context

PQ2., PQ3., PQ4., PQ5., PQ6. PQ1., PQ2., PQ4.

Figure 5: Examples of generated PQs
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